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ABSTRACT 
 

In practically every industry today, from business to education, emails/messages are used. Ham 
and spam are the two subcategories of emails/messages. Email or message spam, often known as 
junk email or unwelcome email, is a kind of message that can be used to hurt any user by sapping 
their time and computing resources and stealing important data. Spam messages volume is rising 
quickly day by day. Today's email and IoT service providers face huge and massive challenges with 
spam identification and filtration. Spam filtering is one of the most important and well-known 
methods among all the methods created for identifying and preventing spam. This has been 
accomplished using a number of machine learning and deep learning techniques, including Naive 
Bayes, decision trees, neural networks, and random forests. By categorizing them into useful 
groups, this study surveys the machine learning methods used for spam filtering. Based on 
accuracy, precision, recall, etc., a thorough comparison of different methods is also made. 
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1. INTRODUCTION 
 
These days, short message service is a very 
popular method of communication. This system 
has millions of users linked to it because of its 
quick responses, accessibility, and affordable 
costs. There are two different types of SMS [1]. 
The first is spam, which counts the number of 
unsolicited commercial messages a user has 
received. With these notifications, the user 

encounters a number of issues, including a slow 
device and storage concerns [2]. Further, 
deleting spam from memory takes a long time. 
Various techniques, such as blacklist, naive 
bluesman, and keyword matching algorithms, are 
utilized to identify this spam issue [3-5]. 
 

Spam communications have a negative effect on 
text and email messages today and annoy SMS 
users. Cybercriminals and various advertising 
agencies utilize these kinds of spam [6]. 
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Fig. 1. Machine learning techniques 

 
The fundamental problem with spam is that there 
is no longer any privacy; when someone 
responds to these SMS messages, privacy is 
violated. Because it uses a single click to assault 
the privacy bridge [7,8]. The easiest tool for a 
cyber-attack is a mobile phone. Research has 
shown that more than 200 million mobile users 
receive spam SMS in a single day, which is 
insufficient [9-11]. 

 
1.1 What Is Spam? 
 
Unwanted and unpleasant text messages in the 
form of spam are those that we repeatedly 
getviaa transmission channel. Spam messages 
have an impact on a device's performance, 
power, and storage system. In short, spam has 
proven to be the most unpleasant aspect of 
personal communication [12,13]. 

 
1.2 What Is Ham? 
 
Ham refers to messages that we receive from 
end devices that are not spam and are on a good 
list of requested and wanted messages. About 
2001, Spam Bayes first used the term "ham," 
which is currently recognized to mean "e-mail 
and messages that are commonly appreciated 
and aren't deemed spam [14,15]. 

 
Its utilization is especially normal among anti-
spam software developers, and not broadly 
known somewhere else; as a general rule, it is 

most likely better to utilize the expression "non-
spam", all things considered [16,17]. 
 

2. SPAM FILTRATION TECHNIQUES 
 

Spam emails are becoming more and more 
prevalent in politics, education, chain messaging, 
stock market recommendations, and marketing 
[18]. For effective spam identification and 
filtering, numerous businesses are currently 
developing various methods and algorithms. In 
order to comprehend the filtering process, we 
discuss a few filtering mechanisms in this part. 
 

2.1 The Common Spam Filtering 
Technique 

 

A filtering system that employs a set of rules and 
uses those set of protocols as a classifier is 
known as standard spam filtering. The first phase 
is the implementation of content filters, which 
identify spam using artificial intelligence 
methods. The second phase involves the 
implementation of the email header filter, which 
extracts the header data from the email. After 
that, backlist filters are applied to the emails to 
weed out spam emails by securing the emails 
originating from the backlist file. The next step is 
the implementation of rule-based filters, which 
identify the sender based on the subject line and 
user-defined characteristics. Finally, a technique 
that enables the account holder to send 
messages is implemented to use allowance and 
task filters [19-25]. 
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Fig. 2. Approaches to filter spam 
 

 
 

Fig. 3. Client based and enterprise based filtering [31] 
 

 
 

Fig. 4. Case based filtering [37] 
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2.2 Filtering of Spam on the Client Side 
 
A client is a person who has access to an email 
network or the Internet and can send or receive 
emails. Several rules and procedures for 
ensuring secure communications transmission 
between persons and organizations are offered 
by spam detection at the client point. A client 
needs install various working frameworks on his 
or her system for data transmission. By 
connecting with client mail agents and 
composing, receiving, and handling the incoming 
emails, such systems filter the client's mailbox 
[26-28]. 

 
2.3 Commercial-Grade Spam Filtering 
 
The process of detecting email spam at the 
enterprise level involves installing different 
filtering frameworks on the server, interacting 
with the mail transfer agent, and categorizing the 
gathered emails as either spam or ham. This 
system client employs the system regularly and 
successfully on a network where emails are 
filtered using an enterprise filtering technique. 
The rule of ranking the email is used by existing 
spam detection techniques. This principle 
specifies a ranking function and generates a 
score for each post. A certain score or rating is 
assigned to the spam or ham message. Since 
spammers employ various strategies, all jobs are 
routinely adjusted by adding a list-based 
technique to automatically block the messages 
[29-31]. 

 
2.4 Spam Filtering Using Cases 
 
The case-based or sample-based spam filtering 
system is one of the well-known and traditional 
machine learning techniques for spam 
detection.  With the help of the collection method, 
this type of filtering has multiple stages; the first 
one involves gathering data (email). The key 
change then continues with the client's graphical 
user interface preparation processes, outlining 
abstraction, and selection of email data 
categorization, evaluating the entire process 
using vector expression and categorizing the 
data into two groups: spam and genuine email 
[32-36]. 

 
3. MACHINE LEARNING ALGORITHMS 
 
Machine learning methods support data 
prediction and data classification which are 

linked to Artificial Intelligence. There are two 
parts of machine learning methods 
 

 Supervised 

 Unsupervised 
 

3.1 Supervised Learning Algorithm 
 
With the help of two datasets, various 
characterization techniques for SMS spam 
discovery are evaluated (which were gathered 
from free sources). Datasets are organized using 
preprocessing techniques such as tokenization 
and Tf-IDF, as well as correlation algorithms and 
deep learning classifiers (the choice tree, SVM, 
the calculated relapse, ANN, the arbitrary 
timberland, the AdaBoost, CNN, NB) [38-40]. 
 
Three computations, including SVM, NB, and the 
highest entropy calculation, were used by [6] to 
identify spam and ham communications. Due to 
the fact that many of the words are often used, 
spam is difficult to identify. Fundamentally, SMS 
spamming is a form of email spamming. It was 
discovered that SVM provides more accurate 
results than Gullible Bayes and greatest entropy 
by using the Spam SMS dataset, which has 
about 5574 records and is prepared by using 
stop word evacuation and tokenization. They 
achieved 97.4% precision using SVM 
[14,15,38,41,42]. 
 

3.2 Unsupervised Learning Algorithm 
 
For spam identification, Weka and RapidMiner, 
two different arranging tools, were used. They 
use AI calculations for grouping and ordering, 
and to verify the precision of these calculations, 
they used a dataset that can be downloaded 
from UC Irvine. Findings demonstrate that Weka 
SVM acquired greater precision of 99.3% in 1.54 
seconds for grouping and K-Means in 2.7 
seconds is amazing for bunching. With 
RapidMiner SVM, results are provided in 21 
seconds with 96.64% precision and in 37.0 
seconds with K-Means [51-56]. 
 

3.3 Deep Learning Methods 
 

Here, spam and non-spam messages from 
clients are separated using convolutional neural 
organization. The class of spam SMS was 
identified using Tiago's dataset for its evaluation. 
To increase the exactness rate, steps for 
tokenization and stop word preparation are also 
explained [61-63]. 
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Table 1. Some supervised machine learning methods [44-50] 
 

Methods Accurate 
Results 

Results Datasets Preprocessing Techniques 

The decision tree, SVM, NB The 
logistic regression The AdaBoost 
ANN CNN The random forest 

CNN 99.19%, 98.25% Spam SMS Dataset 
(2011-12) 

Tf-IDF, Tokenizer 

SVM  
NB  
MEA 

SVM 97.4% Previously used 
datasets 

Stop words removal, Tokenization 

Content-Based techniques (SVM, 
Clusters techniques)  

 99.8% Collected dataset 
publicly  

Tokenization, Stop word removal 

Random forest tree, SVM Boosted SVM 99.14% Previous dataset Feature extraction and feature 
classification 

Random forest, SVM, Self-designed 
feature mapping, DT, logistic 
regression 

Random forest Precision rate 62.22%  CDR message 
collection dataset 

Tokenization, Stop word removal 

KNN, Decision tree-based, Random 
Forest, CART algorithm, Naïve 
Bayes, ID3, C4.5, Adaboost algorithm 

Random Forest Random forest 
accuracy97.2% and 
without features selection 
97.5% 

Dataset from the UCI Tokenization, stop word removal, 
stemming, Feature extraction, chi-
square attribute selection technique 

TF-IDF, Random Forest Random Forest  97.50% UCI Dataset Stop word removal, Punctuation 
correction 

KNN1, KNN45, NB, SVM, ITC KNN1 98.82% Collected data publicly  Words frequency, Tokenization 
SVM, NB, RF, C4.5, Adaboost C4.5, 
LR, Bagging C4.5, Rough set 

Rand Forest 84.40% Previously dataset Tokenization, Stop word removal 
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Table 2. Some unsupervised machine learning methods [58-60] 
  

Methods Accurate Results Results Datasets Preprocessing Techniques 

Content-based (NB, Decision Tree, 
Logistic Regression, KNN) Non-
content- based features 

Logistic regression 
algorithm 

97.5% Indonesian language 
dataset 

Text Normalization, stop word 
Removal, Stemming, 
Tokenization 

Classification, Clustering For Classification, SVM is 
best, For clustering, the K-
Means algorithm is best 

With Weka SVM 99.3% in 
1.54 sec With K-Means 2.7 
sec time taken RapidMiner 
SVM gives 96.64% 
accuracy in 21 seconds and 
K-Means gives results in 
37.0 seconds. 

Downloaded from 
UCI 

Tokenization, Stop word 
removal  
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Fig. 5. Supervised machine learning process [43] 
 

 
 

Fig. 6. Unsupervised machine learning process [57] 
 

 
 

Fig. 7. Supervised vs unsupervised machine learning 
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Table 3. Some Deep Learning Methods [65-74] 
 

Methods Accurate 
Results 

Results Datasets Preprocessing Techniques 

CNN CNN 98.4% Tiago Capitalization, Tokenization, Stop 
word removal,  sentiment analysis, 
TF-IDF 

Evolutionary (NB, K Nearest 
Neighbor, Decision trees, JRip, 
CSVM) Non-evolutionary classifiers 
(Fuzzy AdaBoost, GAssist-ADI, 
XCS, UCS) 

supervised Classifier 
System (UCS) 

93% accuracy with 
0% false alarm rate 

Real-world dataset Tokenization, Stop word removal 

ANN, Scaled Conjugate Gradient 
Algorithm 

 99.1% Datasets contain SMS 
spam, DIT spam, British 
language 

feature abstraction, Replacement 
of similar words, Tokenization, 
Stemming, Lowercase conversion 

Hierarchy linguistic model, Linguistic 
decision trees 

 Improve the 
performance  

UCI SMS database Positive feature, Special 
Characters removal, Tokenization 

NB, Logistic Regression, CNN, 
LSTM, Random Forest algorithm, 
The boosted Gradient 

CNN 99.44% Dataset downloaded from 
the UCI 

Feature extraction 

The gradient boosted trees, The 
random forest, NB, The fast large 
margin, The decision trees, Support 
vector machine, LSTM, CNN, The 
hierarchical attention networks the 
generalized linear model, The gated 
recurrent unit 

RDML 99.26% Dataset from UCI Automatically extract by the deep 
learning classifiers 
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Fig. 8. Spam detection literature model 

 
A method for discretely identifying spam 
messages on the cell phone survey layer in real 
world datasets. They make use of two octet-
based components: octet bigrams and recursion 
dispersion of bytes. The directed classifier 
displays higher exactness of 93% with a no 
bogus rate alert in a comparison between 
evolutionary classifiers (the fluffy Ada help, the 
directed classifier, the hereditary classifier, and 
the lengthy classifier) and non-developmental 
classifiers (the K closest neighbour, the Naive 
Bayes Algorithm, C4.5, Jrip, and SVM) [64,65]. 
 

4. CONCLUSIONS 
 

Over the past two decades, a sizable research 
community has become interested in spam 
identification and filtration. Many studies have 
been conducted in this field because to its 
expensive and significant impact in a variety of 
situations, including customer behavior and 
bogus reviews. The survey covers different 
machine learning methods and models that 
different researchers have suggested for spam 
detection and filtering. The study divided them 
into categories including unsupervised learning, 
supervised and so forth. The study contrasts 
different methods and gives an overview of the 
key takeaways for each group. This study comes 
to the conclusion that supervised machine 
learning techniques constitute the foundation of 

the majority of the proposed spam detection 
approaches. The supervised model training 
process depends on a large and time-consuming 
labelled dataset. SVM and Naive Bayes, 
supervised learning algorithms, outperform other 
models in spam identification. The report offers 
in-depth analyses of these algorithms as well as 
some suggestions for further research in spam 
filtering and detection. 
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