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Abstract

Aims: The aim of this paper is to present some 2-tuple pdedtaggregation operators fpr
handling the multiple attribute group decision making problenigere there exists p
prioritization relationship over the attributes and decisiakers.

Study Design: Motivated by the idea of the prioritized aggregation (Bfgrators, we firs
develop two 2-tuple prioritized aggregation operatortedathe 2-tuple prioritized weighte|
average (2TPWA) operator and the 2-tuple prioritized weiyjlgeometric (2TPWG) operator.
Place and Duration of Study:We examine their desirable properties.

Methodology: The significant feature of these operators is that thayonly deal with the
linguistic and interval linguistic information but altgke the prioritization relationship among
the arguments into account.

Results: Then, based on the proposed operators, we propose an approadglipgie attribute
group decision making under linguistic environment in whibh attributes and decisign
makers are in different priority level.
Conclusion: Finally, an illustrative example is employed to show thasonableness and
effectiveness of the proposed approach.
Keywords: Multiple attribute group decision making, 2-tuplegliistic information, 2-tuple
prioritized weighted average (2TPWA) operator, 2-tuple pibeidl weighted
geometric (2TPWG) operator.

o

1 Introduction

Multiple attribute group decision making (MAGDM) consists afiding the most desirable
alternative(s) from a given alternative set accordingh&o preferences provided by a group of
experts [1-7]. For some MAGDM problems, the decision infiiom about alternatives is usually
uncertain or fuzzy due to the increasing complexityhef $ocio-economic environment and the
vagueness of inherent subjective nature of human thinking [8-10]; tlleuslecision information
cannot be precisely assessed in a quantitative foowekMer, it may be appropriate and sufficient
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to assess the information in a qualitative form rather ¢hgoantitative form. For example, when
evaluating a house’s cost, linguistic terms such as “highfiedium”, and “low” are usually
used, and when evaluating a house’s design, linguistic tekes‘good”, “medium”, and
“bad” can be frequently used. Up to now, some methods haem developed for coping with
linguistic information. These methods can be summarizédllasvs [11]: (1) The approximative
computational model based on the Extension Principle [12p Wtodel transforms linguistic
assessment information into fuzzy numbers and uses fuitgnatic to make computations over
these fuzzy numbers. The use of fuzzy arithmetic inesettee vagueness. The results obtained by
the fuzzy arithmetic are fuzzy numbers that usually donmadth any linguistic term in the initial
term set. (2) The ordinal linguistic computational mode].[T8is model is also called symbolic
model which makes direct computations on labels using the ostimature of the linguistic term
sets. But symbolic method easily results in a lossfoimation caused by the use of the round
operator. (3) The 2-tuple linguistic computational model IT#- This model uses the 2-tuple
linguistic representation and computational model to mahguistic computations. (4) The
model, which computes with words directly [18-26].

The 2-tuple fuzzy linguistic representation model reprastd linguistic information by means
of a pair of values called 2-tuple, composed by a lingutstim and a number. Meanwhile, the
model also gives a computational technique to deal with tlhipl@st without loss of information.
Since its introduction, the 2-tuple fuzzy linguistic represgariamodel has received more and
more attention. In a MAGDM problem involving the 2-tuple fyzinguistic representation
model, in order to aggregate the individual linguistic prefegeinformation into the overall
linguistic preference information, 2-tuple aggregation opesadce most widely used. In the past
few decades, many scholars have developed a varietyupie€-aggregation operators, such as 2-
tuple arithmetic mean operator [14,16], 2-tuple weigteteelraging operator [14], 2-tuple OWA
operator [14], 2-tuple weighted geometric averaging (TWGA) opergt7], 2-tuple ordered
weighted geometric averaging (TOWGA) operator [27], 2e€uplybrid geometric averaging
(THGA) operator [27], 2-tuple arithmetic average @) operator [14], 2-tuple weighted average
(TWA) operator [14], 2-tuple ordered weighted averageWK) operator [14], extended 2-tuple
weighted average (ET-WA) operator [14], 2-tuple orderetylted geometric (TOWG) operator
[28], extended 2-tuple weighted geometric (ET-WG) opera?&, [extended 2-tuple ordered
weighted geometric (ET-OWG) operator [29], generalizadpte weighted average (G-2TWA)
operator [11], generalized 2-tuple ordered weighted avei@g&l OWA) operator [11], induced
generalized 2-tuple ordered weighted average (IG-2TOWAYatme [11], 2-tuple linguistic
power average (2TLPA) operator [30], 2-tuple linguisticighted power average (2TLWPA)
operator [30], and 2-tuple linguistic power ordered weightedogee(2TLPOWA) operator [30].
The above MAGDMs are under the assumption that the w@tirignd the decision makers are at
the same priority level respectively. In this situatiarg have the ability to trade off between
attributes. For instance, € and C, are two attributes with the weightg and w; respectively,

W.
then we can compensate for a decreasd a@fi satisfaction to attribut€c, by gain —-¢ in

satisfaction to attribute?:j . However, in some MAGDM problems, we do not want ltova this

kind of compensation between attributes. For example,idemghe situation in which we are
buying a car based on the safety and cost of cars. &yenot allow a benefit with respect to cost
to compensate for a loss in safety. In this case we &durd of prioritization of the attributes,
i.e., safety has a higher priority than cost. Additionadlgcision making in a company, general
manager has a higher priority than vice manager. Yager [31]jrvestigated criteria aggregation
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problems where there is a prioritization relationship dkercriteria. Then, Yager [32] and Yager
et al. [33] gave much deeper insights into this issue. Meiilvhy the ideas of Yager [31,32] and
Yager et al. [33], Wei [34] generalized prioritized aggtémn operators to hesitant fuzzy
environment, proposed some hesitant fuzzy prioritized aggregagierators, and applied these
operators to develop some models for hesitant fuzzy mubiléute decision making problems
in which the attributes are in different priority lev€l and Xu [35] investigated the prioritization
relationship of attributes in multi-attribute decision makinthvintuitionistic fuzzy information
and developed some prioritized intuitionistic fuzzy aggtem operators by extending the
prioritized aggregation operators. Yu et al. [36] proposadesioterval-valued intuitionistic fuzzy
prioritized aggregation operators and investigated the agiplicaf these operators in the group
decision making under interval-valued intuitionistic fuzzyissrument in which the attributes and
experts are in different priority level. However, the erigt2-tuple aggregation operators are
difficult to deal with the MAGDM where the attributes atie decision makers are in different
priority level respectively. Moreover, we are conscidhiat there has been rather little work
completed for using prioritized aggregation operators fwesthe MAGDM with linguistic
preference information. Thus, it is necessary to extenditizénl aggregation operators to the
linguistic environment. To do it, in the current paper, develop some 2-tuple prioritized
aggregation operators. The prominent characteristic oé thesposed operators is that they take
prioritization among the attributes and the decision makeosaccount. Then, we utilize these
operators to develop some approaches to the MAGDM where tifileuits and the decision
makers are in different priority level. Finally, some rasival examples are given to verify the
practicality and effectiveness of the proposed opesatnd approaches.

This paper is organized as follows. Section 2 introduces $asie concepts of the 2-tuple fuzzy
linguistic approach and the prioritized average operatoiSdction 3, we propose the 2-tuple
prioritized weighted average (2TPWA) operator and thap®t prioritized weighted geometric
(2TPWG) operator to aggregate the linguistic informatteurthermore, we develop a method for
MAGDM based on the proposed operators under the linguestiironment. In Section 4, an
example concerning talent introduction is provided to dematestthe practicality and

effectiveness of the developed approach. The final seatfers some concluding remarks.

2 Preliminaries

In this section, we will introduce the basic notions of 2Heiple fuzzy linguistic approach and the
prioritized average operator.

2.1 The 2-tuple fuzzy linguistic representation moel

Let S:{ $| i=0,1,2;-- g} be a finite and totally ordered discrete linguistic teset with odd

cardinality, wheres represents a possible value for a linguistic varizde, it should satisfy the
following characteristics [14-16,37-39].

(1) Thesetisordereds > if i2];
(2) There is the negation operatorg( s) = s such thatj =g —i;
(3) Max operator:max(s 'S ) =sif g2 5;
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(4) Min operator:min(s,q) =pifs<s.
For example, a set of seven ter®scould be given as follows [40-45]:
S={g = nothing s= verylow,s law,s medium=s high=s veghhs,= perfec.

To preserve all the given information, Xu [19] extendeel diiscrete linguistic term s& to a
continuous linguistic term se§:{ §| §< s< ;,,aD[O, B If s,0S, thens, is called an

original linguistic term; otherwises, is called a virtual linguistic term. In general, the dexisi

maker uses the original linguistic terms to evaluate atams, and the virtual linguistic terms
can only appear in operation.

Based on the concept of symbolic translation, HerreraMendinez [14,15] introduced a 2-tuple
fuzzy linguistic representation model for dealing witinguistic information. This model
represents the linguistic assessment information by mehasz-tuple(g,a) , wheres O S

represents a linguistic label from the predefined linguiion setS andaD[—O.S,O.E) is the
value of symbolic translation.

Definition 2.1 [14,15]. Let B be the result of an aggregation of the indexes of a setbetd
assessed in a linguistic term s®f i.e., the result of a symbolic aggregation operatj@m[o,g] ,
being g+1 the cardinality ofS. Let i =round(8) and a =/£-i be two values such that

i0[0,g] anda 0[-0.5,0.5 thena is called a symbolic translation, whereund(+) is the usual
round operation.

Definition 2.2 [14,15]. Let S:{ $| i=0,1,2;-- g} be a linguistic term set and[0,g] a value
representing the result of a symbolic aggregation operatiem, the 2-tuple that expresses the

equivalent information tq3 is obtained with the following function:

A:[0,g] -~ Sx[-0.5,0.9 1)

s, i=roundp)

a=p-i, «a0[-0505 @

A(B)=(s.a), With{

where s has the closest index label fb and o is the value of the symbolic translation.

Theorem 2.1 [14,15]Let S:{ $| i=0,1,2;-- g} be a linguistic term set ar(d,a) be a 2-tuple.

There is always @™ function such that from a 2-tuple it returns itsiwalent numerical value
B0[0,9] 0 R, where

A™":Sx[-0.5,0.9 - [ 0g] ©)
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A (s,a)=i+a=p. (4

It is obvious that the conversion of a linguister into a linguistic 2-tuple consist of adding a
value zero as symbolic translation

sOS=(s0).

Definition 2.3 [14,15]. The comparison of linguistic information represehby 2-tuples is carried
out according to an ordinary lexicographic ordeet (s,a,) and(s,a;) be two 2-tuples, with

each one representing a counting of informatiofob@ws.

(1) If k<l then(s,a,) is smaller thar(s,a, ) .
(2) If k=1 then

« if a =a, then(s.,a,). (s.a) represents the same information;
« if a, <a, then(s,,a,) is smaller thar(s,a, ) ;
« if a, >a, then(s,,a,) is bigger than(s,a; ) .

2.2 Prioritized average (PA) operators

The prioritized average (PA) operator was originafitroduced by Yager [31,46], which was
defined as follows:

Definition 2.4 [31]. Let C={C,C,,-,G} be a collection of criteria and that there is a
prioritization between the criteria expressed gy lthear orderingC, > C, > C,--- > G,, indicate
criteria C; has a higher priority tha@, if j <k . The valueC, (x) is the performance of any
alternativex under criteriaC, , and satisfie<C, (x) 0[0,1] . If

PA(C () =2 WG () ©)

j-1

T
where w, =Zn:—‘, T = “q(x) (j=2,--,n), T, =1. Then PA is called the prioritized average
T =
=

(PA) operator.
3 2-Tuple Prioritized Aggregation Operators

The prioritized average operators, however, hadg baen used in situations where the input
arguments are the exact values [31,46]. In theviollg, we extend the PA operator to linguistic
environment and develop two 2-tuple prioritized r@ggtion operators, which can accommodate
the situations where the input arguments are Istguassessment information.
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3.1 2-tuple prioritized weighted average (2TPWA) oerators

Definition 3.1. Let {(r,,&,).(r,.@,) -+ (r, @)} (r; 0S.a, 0[-0.5,09 j= 1,2, n) be a set of
2-tuples, if

2TPWA((r,a,) (roa,) i+ (r, 4,)) =4 nTl N (AR nTZ DM, )+t nTn A, a)|s (6)
> y >

A (ra ), : -
whereT, =1 andT, = ﬂ{%} (j=2,--,n), then 2TPWA is called a 2-tuple prioritized
weighted average (2TPWA) operator.

Theorem 3.1(Boundedness) et {(rl,al) (ronay) oo (1, ,a'n)} be a set of 2-tuples, then

E].'s?{(r' a )} < 2TPWA((r, @) (r, @,) 5+, @,)) < Ergﬁ*(ri a)}. @)

Proof. Because]r_nin{(ri a )} <(r.a)<sma{(; a)},wehave

<is<n ! ! I<izn

A Z & min{C ,m»)ﬁw(m{(a a )})*”*é} & (il )

<A nTl A'l(rl,al)+ T, A'l(rz,a2)+...+LA—1(r a,n)

2T 2T T

= i=1 i=1

T at(max{(r a )+ % p*(max g+t
o 18 ({1 1) e (max{(s )

at 8 (max(r, a)})
2T

=1 =1

Thatis, min{(r..a )} < 2TPWA((r, @) (1, a,) i+ (r, @,)) < mak(, &)} .

I<izn I<isn

Theorem 3.2 (Idempotency). Let{(rl,al),(rz,az) o ,a'n)} be a set of 2-tuples. If all

(rj,aj) (j =1,2;+- n) are equal, i.e.(rj,aj ) =(r,a), forall j,then

2TPWA((r,.a,) (1, @,) i+ {r, a,)) = a). ©)
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Proof. If (r;,a,)=(r.a), forall j, then we have

2TPWA((r1,a'1) (roa,) i 1, an))=A nTl ANy @)+ nTz AN, @)+ I A, )

n n
2T > 2T
j=1 j=1 j=1
=A| 2 A‘l(r,a)+nLA'1(r a)+-+—"—A"r ,a)
2T > T, 2T
j=1 j=1 j=1
=A|A7Y(r,0) nTl + nTz +oet nT’
212 2T
= i=1 j=1
=A(A'1(r,a))
=(r.a).

The proof is completed.
Theorem 3.3(Monotonicity). Let{(r, a,).(r,.a,) (1, @,)} and{(r.a;).(r3.5) .+ (r.a,)}

be two set of 2-tuples, (frj a, ) < (rj',aj') , forall j,then

2TPWA((r,.a,) (r,.a) - [, @,)) s 2TPWA(r, @) (5 @) -+ 6, a7))- )

n

Proof. This proof is analogous to the proof for monotdagiof the prioritized average operator in
Ref. [31].

3.2 2-tuple prioritized weighted geometric (2TPWG)perators

Based on the 2TPWA operator and the geometric meare we define a 2-tuple prioritized
weighted geometric (2TPWG) operators.

Definition 3.2. Let {(r,,a,).(r,.a,) -+ (1, @)} (r; 0S.a, 0[-0.5,0.9 j= 1,2, n) be a set of
2-tuples, if

2TPWG((r, @) (r, a,) i (1, a,))
= A[(A‘l(rl,al))ﬁ/ZLT E@A‘l(rz,az))n/znfﬂ o ffa (rn,an))t/zl‘rj : (10)

1AM, a
whereT, =1 andT, = ﬂ[(—:lk)] (j=2:--,n), then 2TPWG is called a 2-tuple prioritized
A g

weighted geometric (2TPWG) operator.
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Similar to Theorems 3.1-3.3, we have the followtihgorems.

Theorem 3.4(Boundedness) et {(rl,al) (roay) oo (1, ,a'n)} be a set of 2-tuples, then

min{(v.a )} < 2TPWQ(r, @) (r, @,) + [, @) < Erirg?{(ri a)}- (11)

I<i<n
Theorem 3.5 (Idempotency). Let{(rl,al),(rz,az) oo ,a'n)} be a set of 2-tuples. If all
(r.a,) (i =1.2:+ n) are equal, i.e(r;,a,)=(r.a), forall j, then

2TPWG((r, ) (r, &) o+ (r, @,)) =( @). (12)

Theorem 3.6(Monotonicity).Let {(r,, @) (r,.@,) - (r, @, )} and{(r.a}).(r.a%) -+ (v, L)}

be two set of 2-tuples, (frj ,Q; ) < (rj',aj') , forall j, then

2TPWG((r, ) (r, @) 5+ (1, @,)) < 2TPWE, a7) (5 @) -+ € o). (13)

Lemma 3.1 [47,48]Let X >0, A >0, i=12:--n,and > A =1, then

i=1

Ij(x)" Séﬂix

with equality if and only ifx, = X, =---= X,
Theorem 3.7.Let {(r,a,) (r,.a,) - (1, @,)} be aset of 2-tuples, then we have

ZTPWG((rl al) (rz 0'2) it (rn a’n))S 2TPW/(\(r1 ‘71) (rz ‘72) KN @n qn))'

N T, Zr’]=1TJ' S o

Proof. Because) | —— | === =1, by Definition 3.1, Definition 3.2, and Lemma 3ve
j=1 E T
j=1"]

j=1 1]
have

2TMNG«gnJ(QaJ;~ﬁnaQ)zAUA*ﬁlm»VZL“QAﬂqzangL”D~QA*¢naJ)VZLi

T

<A HLA_l(rlral)+ nT2 D rpa,) 4o+ 2070,
;ﬂ ;ﬂ ;T

=2TPWA((r.a,) (roa,) i+ (1, @) -
The proof is completed.
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Theorem 3.7 shows that the values obtained by TRAAS operator are not bigger than the ones
obtained by the 2TPWA operator.

3.3 An Approach to Multiple Attribute Group Decision Making with 2-tuple
Prioritized Aggregation Operators

In this subsection, we develop an approach to dpfeikttribute group decision making problem,
where the attribute values are represented byitigwariables and there exists the prioritization
relationships over the attributes and decision msake

A group decision making problem with linguistic farence information in which the attributes
and decision makers are in different priority levedn be described as follows: Let

X :{ Xy %0ty >gn} be the set of alternatives. Let:{q, Coeees cﬁ} be a collection of attributes and

that there is a prioritization between the attiisutexpressed by the linear ordering
¢ >G> ¢G>~ ¢, indicate attributec; has a higher priority tharg, if j<k . Let

D:{dl,dz,---,q} is the set of decision makers and that there wiaritization between the
decision makers expressed by the linear ordedingd, - d,>----> d, indicate decision maker
d, has a higher priority thad, if p<gq. For each alternativg 0 X, the decision maked, 0 D
provided his/her preference valg®) with respect to the attributg 0C, wherer) OS takes the
form of linguistic variables, then, all the prefece values of the alternatives with respect to the
attributes consist the linguistic decision matf¢ :(rii(k))mxn (k=1,2;- ).

To get the best alternative(s), we next presenetnod based on 2-tuple prioritized aggregation
operators for multiple attribute group decision imgkwith linguistic preference information. The
proposed method is depicted as follows:

i

Step 1. Transform the linguistic decision matriR(k):(r,(k)) (k=1,2;-]) into 2-tuple

linguistic decision matrix)™® :((r(k) 0)) (k=1,2;- ).

i

Step 2.Calculate the matriced (P = (T.( p)) , ( p=12;-- ,I) based on the following equations:

]

1

p-1 A’l(r..(k),o) . _
— 1 p=2,--1,1=42:-m, j=1,2,-- N, (14)

Tij(l):]-l i:l,z,...m' J:l’Z,n (15)

Step 3.Utilize the 2TPWA operator:
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or the 2TPWG operator:
G GRIGERE B A K S A R N R [

to aggregate all the individual 2-tuple linguistidecision matricesﬁ(k):((rij(k),o))

(k=1,2;- |) into the collective 2-tuple linguistic decision i R=(T) :((rj q )) .
Step 4.Calculate the matrix :(1}1. )mxn based on following equations:
i-1

2 er 2 ) o

g

T,=1(i=12;- m). (19)

Step 5.Utilize the 2TPWA operator:

Fi:(ri G )=2TPWA((ri1 a 1) (ri 2 A 2) ree (rin a, ))

(20)
= | A () 2 A (1 )+ A )

ZT“ ZTI 2T,

j=1 j=1 j=1

or the 2TPWG operator:

Ti:(ri 4 )ZZTPWG((ril ql) (ri 2 QI2) 2. (rin a ))
:A[(Al(rilvail))n/;r [inl(ri 2 2))T/ZT E|~[QA71 (r..a

in 7™in

yrEy "

to derive the collective overall preference vailre(r, ,a; ) of the alternativex; .

Step 6.Rank the collective overall preference valdgs(r,,a ) (i=1,2,-- m) in descending
order. Rank all the alternatives (i =1,2,-- m) and select the best one(s) in accordance with the
collective overall preference valugs=(r,,a;) (i =1,2,-- m).

Step 7.End.
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4 An lllustrative Example

In this section, let us consider a numerical exangulapted from Herrera et al. [17], and Herrera
and Herrera-Viedma [15].

Example 4.1.Suppose that an investment company wants to irvestm of money in the best
option. There is a panel with four possible altéues in which to invest the money: (X) is a
car industry; (2)x, is a food company; (3%, is a computer company; and (%) is an arms
industry. The investment company must make a detisiccording to the following four
attributes: (1)c, is the risk analysis; (23, is the growth analysis; (3), is the social-political
impact analysis; and (4), is the environmental impact analysis. The foursfie alternatives
X, (i :1,2,3,19 are to be evaluated using the linguistic term set

S= s, = extremely poor,§ = very poorg = poorg= slightlper, g= fair,
- s, =slightly good, 5, = good,s = very goodg= extremely good

by three decision makersl, (k:1,2,3) under the above four attributes, and construct,
respectively, the decision matrice&’ :(rij(k))4 X (k=1,2,3 as shown in Tables 1-3. The decision

maker d, has the absolute priority for decision making, deeision maked, comes next. That
is, there is a prioritization between three dedisinakers expressed by the linear ordering
d, > d,> d,. In three decision makers’ opinion, there exists prioritization relationship among
these attributes, for example, the risk analysishef candidate is the most important, but the
environmental impact analysis of the candidate @ o0 important comparing with other
attributes. Therefore, the prioritization relatibipscan be denoted by; - ¢, > ¢, ¢,.

Table 1. Decision matrix R provided by d,

1 G c, C c,
X Sy Sy S S
) S; Ss S S
X3 S S, S &3
%, S S S; S
Table 2. Decision matrix R? provided by d,
2 o C, G c,
X S S, S S;
% S Sy S S
X3 S S S S
%, S S S S,
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Table 3. Decision matrix R? provided by d,

3 o c, C c,
% S, S S S
% S S Ss S
% S S Sy Sy
% Ss S S S

Step 1.Transform the linguistic decision matric&’ :(

into 2-tuple linguistic decision matrice®™® :((r(k)

ij

(K
K

)M (k=1,2,3 given in Tables 1-3

,0)) (k=1,2,3 which are given in Tables
4x4

4-6.
Table 4. 2-tuple linguistic decision matrix R
4 G C, C; c,
X (s:.0) (s:.0) (s.0) (s5.0)
X, (s,0) (s:.0) (s5.0) (s.0)
X, (s,0) (s:.0) (s7.0) (s5.0)
X, (s,0) (s.0) (s:.0) (s.0)
Table 5. 2-tuple linguistic decision matrix R?
> G C, C c,
X (s:.0) (s:.0) (s:.0) (s:.0)
%, (s/.0) (s:.0) (s.0) (s:.0)
X, (s,.0) (s.0) (s.0) (s:.0)
X, (s:,0) (s:.0) (s:.0) (s:.0)
Table 6.2-tuple linguistic decision matriR®
6 o < C C,
% (s:,0) (s.0) (s..0) (s,0)
X, (s..0) (s.0) (s:.0) (s.0)
X, (s.0) (s.0) (s:.0) (s:.0)
X, (s:.0) (s:.0) (s5.0) (s:.0)

Step 2.Utilize Egs. (14) and (15) to calculate the masit® , T, and T as follows:
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11117 0.5000 0.5000 0.1250 0.62%
m_|1111 (2 _| 03750 0.7500 0.6250 1.000!
T = ) T = ,
1111 0.3750 0.2500 0.8750 0.62%
11117 1.0000 0.1250 0.3750 0.750
0.3125 0.1250 0.1094 0.23

T = 0.3281 0.3750 0.6250 1.00

0.3281 0.2500 0.6563 0.468
1.0000 0.0938 0.2344 0.18

Step 3.Utilize the 2TPWA operator (Eq. (16)) to aggregaliethe individual 2-tuple linguistic
decision matricesﬁ(k):((rij(k),o)) (k=1,2,3 into the collective 2-tuple linguistic decision
4x4

mat 7=(5)...=((¢

))m (see Table 7).

Table 7.The collective 2-tuple linguistic decision matriX.

’ G C, c, c,

X (s,,—0.0690 (s,,0.1539 (s,,-0.3039 (s5,-0.294)
X, (s5,-0.3489 (s5,-0.3529 (s,,0.111) (s,0)

X (s,,0.266) (s,,-0.3333 (s;,-0.1239 (s5,0.074§
X, (s,,0.3333 (s,,0.0513 (s,,-0.2427) (s5,-0.451§

Step 4.Calculate the matriX = ('IjJ )4X4 based on Egs. (18) and (19):

1 0.4914 0.1937 0.041
|1 05814 0.4104 0.313¢
|1 05333 0.2444 0.179

1 0.9167 0.2350 0.110¢

Step 5. Utilize the 2TPWA operator (Eqg. (20)p derive the collective overall preference value
T =(r,qa) of the alternativex .

T =(s,04779, T, =(s,-0.3829 , T, =(s,,0.3780 , T, =(s;,-0.314§ .

Step 6. Rank the collective overall preference valugs(r,a;) (i=12,3,4 in descending
order.
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Becauser, >T, >, >f,, we havex, > x, > x, > x. Therefore, the best candidatexis

If we deal with Example 3.1 using the 2TPWG oparatstead of the 2TPWA operator, then the
main steps are shown as follows:

Step 1': See Step 1.

Step 2': See Step 2.

Step 3. Utilize the 2TPWG operator (Eq. (17)) to aggregaitehe individual 2-tuple linguistic

decision matricesﬁ(k):((rij(k),o)) (k:1,2,3) into the collective 2-tuple linguistic decision
4x4

matrix R =(T), = ((rI

J

a ))M4 (see Table 8).

Table 8. The collective 2-tuple linguistic decision maix R

8 o C, C C,

X, (s,,-0.2252 (s,,-0.0952 (s,,0.2950 (s,,0.4682
X (s,,0.2569 (s;,0.4709 (s;,—0.0067) (s,,-0.0000
X, (s,,-0.0109 (s,,0.0262 (s;,-0.2599 (s5,0.0229
X, (s,,0.2689 (s,,0.4109 (s,,-0.3598 (s,,-0.0199

Step 4'.Calculate the matrix’' = (1}1.')4x4 based on Egs. (18) and (19):
0.4718 0.1713 0.027:
0.5320 0.3638 0.272¢
0.4986 0.1886 0.135(
0.9086 0.1602 0.072¢

Step 5'. Utilize the 2TPWG operator (Eqg. (219 derive the collective overall preference value
i'=(r,a’) of the alternativex; .

7 =(s,,0.1503, T; =(s,,0.1900, T; =(s,,~0.093Q, T, =(s,,0.3729.
Step 6. Rank the collective overall preference valugs(r',a’) (i=1,2,3,4 in descending

order.

—

= o~
2> 3> 4>r1'

Becauser, >T, >, > , we havex, > x, = X, = x. Therefore, the best candidatexis

Through Example 4.1, we can see that there arerdiff priority levels among four attributes and
three decision makers respectively. For instance, ¢andidate owns bad morality, then this
candidate is impossible to be selected by threésidec makers, no matter how well he/she
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performs on the other three attributes. If a ceaeugdideceives a bad evaluation from university
president, then he/she is also impossible to becwsl no matter how high evaluations he has
received from the other two decision makers. Cyedhe existing 2-tuple linguistic aggregation
operators are difficult to deal with such cases tuthe fact that these operators are usually used
to solve MAGDM where the attributes and the decisiuskers are at the same priority level.
However, the proposed operators in this paper nbt accommodate the linguistic preference
information but also take thprioritization among the attributes and the decisiakers into
account; thus, our operators and approaches cactigélly cope with the situations in which the
attributes and the decision makers are at diffgugntity levels.

Recently, Zhou et al. [49] developed sonmeertain linguistic prioritized aggregation operat
and their application to multiple attribute grougctsion making. Peng et al. [50] developed
several multigranular uncertain linguistic pricréd aggregation operators and their
application to multiple criteria group decision rirak The main differences between these
two papers and our paper is that these two papeat with MAGDM problems with
uncertain linguistic information, while our papegall with MAGDM problems with 2-tuple
linguistic information. As shown in the introduatiosection, uncertain linguistic model
computes with words directly, while the 2-tuplegliistic computational model uses the 2-tuple
linguistic representation and computational modehtke linguistic computations, which is more
reasonable and reliable than uncertain linguistidehin some practical situations [14-17]. As a
consequence, the developed 2-tuple prioritized exgdion operators are more reasonable and
effective than uncertain linguistic prioritized aggation operators andultigranular uncertain
linguistic prioritized aggregation operators in opractical MAGDM problems.

5 Conclusion

Considering that there may exist a prioritizati@tationship over the attributes and decision
makers in some multiple attribute group decisiorking problems with linguistic information,
this paper provides some 2-tuple prioritized aggtieg operators to handle the multiple attribute
group decision making problems where there exigtsaaitization relationship over the attributes
and decision makers. The significant feature o$e¢heperators is that they not only deal with the
linguistic and interval linguistic information batso take the prioritization relationship among the
arguments into account. Furthermore, we apply tiopgsed operators to solve some multiple
attribute group decision making problems and prepams approach to multiple attribute group
decision making under linguistic environment in ghhthe attributes and decision makers are in
different priority level. Finally, some illustratv examples are employed to show that the
proposed approaches are not only more reasonabtedya efficient in practical applications due
to the fact that these approaches consider thetaion relationship among the attributes and
decision makers. The limitation of this paper @ttive only propose the 2TPWA operator and the
2TPWG operator and do not propose the ordered tegigiorms of them, such as the 2TPOWA
and 2TPOWG operators and the hybrid forms. In tiberé, we will focus on addressing this issue
and extending the prioritized aggregation (PA) apms to the other domains.
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