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Abstract: The ionospheric delay effect is inevitable when a radio signal propagates through the
ionosphere. It has been extensively studied in the L-band. Typically, the influence of the ionosphere
on the code phase and carrier phase is regarded as the same. In this study, a numerical ratio between
the group delay time and phase advance time with reference to the study of the L-band is investigated
in the short-wave band. The variation in the numerical ratio with frequency, critical frequency, and
elevation angle is discussed in detail. There appears an interesting phenomenon wherein the elevation
angle has a greater effect on the ratio than the frequency and critical frequency. The numerical ratio
increases with an increasing elevation angle. On the other hand, a regression analysis is used to
establish the mapping relation between the ratio and the three factors of frequency, critical frequency,
and elevation angle, based on the simulation results obtained by a ray-tracing algorithm. The little
relative errors between the fitted values and simulation values under different ionospheric models
prove the relationship between the ratio and the three factors of frequency, critical frequency, and
elevation angle.
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1. Introduction

The ionosphere is an important part of the solar—terrestrial space environment, located
between 60 and 1000 km above the Earth’s surface. It serves as the transition layer between
the unionized upper atmosphere and the fully ionized plasma of the magnetosphere [1-3].
Solar ultraviolet radiation and high-energy particle radiation are the primary sources of
ionospheric ionization, so the state of the ionosphere varies periodically with day and night,
the seasons, latitudes, and solar activity. In addition, there are also aperiodic variations
brought on by solar aperiodic activities. The spatiotemporal variation characteristics of
the ionosphere significantly affect the propagation of electromagnetic waves, resulting
in energy absorption, propagation delay, and so on [4]. Ultimately, this has a major
impact on radio communications, navigation, satellite positioning, and human space
activities [2]. The influence on navigation signals mainly manifests as the code phase delay
and the carrier phase advance since the ionosphere is a dispersive medium [4,5]. This
phenomenon seriously reduces the positioning accuracy of navigation receivers [6-9]. Thus,
it is necessary to study the ionospheric delay in order to meet the application requirements
of high-precision positioning.

Over the years, the group delay and phase advance caused by the ionosphere have
been popular topics, and many related studies have been completed. In most actual
processing, the higher-order term of the ionospheric delay is always neglected. For example,
in [2], a first-order approximation was employed for the ionospheric refraction index, and
the ionosphere-induced group delay time and phase advance time of global position system
(GPS) signals were obtained using the total electron content (TEC) along the signal path.
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Meanwhile, it could be found that these two quantities are equal in magnitude and opposite
in sign.

Although the higher-order ionospheric errors are much smaller than the first-order
ones, the higher-order terms may also cause GPS measurements to be off by up to several
centimeters (caused by the second-order term) [10-18]. To fulfill high precision require-
ments, the effect of higher-order errors cannot be neglected. Thus, as early as 1984, this
effect on signal frequencies above 100 MHz was well discussed in terms of residuals [19].
Correction models were then developed by Brunner and Gu to weaken the impact of the
second-order term [20]. Based on the ionospheric electron density model and using a
dipole moment approximation for the earth’s magnetic field, Bassiri and Hajj provided an
approximation to the second-order term. They wanted to model the higher-order terms
practically [21]. With the development of the numerical simulation, Strangeways and
Ioannides simulated the higher-order effects of navigation signal propagation by utilizing
the ray-tracing technique and the homing-in algorithm, considering that the higher-order
term is affected by the wave characteristics [22]. The ionospheric second-order effect
on navigation signals during traveling ionospheric disturbances (TIDs) has even been
studied [23]. From these simulation results, it can be seen that the second-order term is
closely related to the latitude and longitude of the receiving stations, and the azimuth
and elevation angles of the ray. There is little correlation between the second-order term
and the spatial scales of TIDs. The frequency points mentioned in the above studies are
all dual-frequency points. In terms of single-frequency points, positioning using them
has also gained growing interest owing to their high accuracy and low cost [24]. Along
with dual-frequency positioning, single-frequency points also face the great challenge of
ionospheric delay handling [6-8,25]. The effect of ionospheric delay on multi-frequency
and multi-constrained positioning performance was analyzed thoroughly by utilizing two
single-frequency positioning solutions in [26].

The purpose of these studies is to eliminate the influence of the ionospheric delay.
However, these studies have mostly focused on the L-band (1-2 GHz) signal and little on
the high-frequency (HF) short-wave band (3-30 MHz). As is well-known, carrier phase
observation and pseudo-code ranging observation can both be utilized to calculate the
time delay. The carrier phase measurement has higher stability and measurement precision
than pseudo-code ranging, but it has integer ambiguity. The time delay also cannot be
accurately given from the carrier phase. So, the group time delay is usually analyzed in the
short-wave band, for instance, by exploiting this quantity (the group time delay) to test the
performance of a ray-tracing algorithm [27]. There are few studies that investigate this band
and the ionosphere-induced group delay time and phase advance time simultaneously.
Thus, this paper provides the expressions of the group delay time and phase advance time
in the short-wave band in reference to the existing L-band research. The following sections
have been carried out based on these expressions.

In this study, the variation in the numerical ratio between the group delay time and
phase advance time with frequency, critical frequency, and elevation angle is investigated.
After the introduction in Section 1, the rest of this paper is organized as follows: Section 2
describes the basic theory of the group delay time and phase advance time. Section 3
firstly introduces the ionospheric model used in this paper and checks the validation of the
algorithm. Next, the simulation results are analyzed and the mapping model is established.
Finally, a summary is given in Section 4.

2. Theory Description

The ionosphere is an anisotropic, dispersive, and time-varying medium, and the refrac-
tion index was introduced as an important tool to study the influence of the ionosphere on
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radio wave propagation. According to the classical Appleton—Hartree (A-H) formula [28],
the refraction index n can be calculated as follows:

1-iZ-X
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where f is the transmitted wave frequency, f, is the plasma frequency, fy is the electron
cyclotron frequency, ®p is the angle between the wave propagation direction and the geo-
magnetic field, and v, is the electron collision frequency. In the denominator of Equation (1),
the plus and minus signs indicate that when the radio wave of a certain frequency enters
the ionosphere, it will be split into two characteristic waves [1].

As is common knowledge, the time delay depends on the propagation path of the radio
wave. However, the collision only involves the absorption attenuation of the signal, and it
does not affect the propagation path. Thus, the collision could be ignored. Additionally, the
influence of the geomagnetic field is also neglected in this study. Hence, the ionospheric
refraction index n of Equation (1) will be simplified; in the meantime, it will be expanded
by using the Taylor expansion term.

1
n =(1-X)?2 3)
M1 X - X2 - X3 - Bxt - x5 4 0((-X)°)
Equation (3) refers to the phase refraction index. Under the current circumstance, the
relationship between the group refraction index ny and the phase refraction index ny, is
satisfied n¢-1, = 1, so the group refraction index is given in the following.

1 1
ng = m ‘/1_)(2 , \ . 4)
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With reference to the study of the ionospheric delay effect in the L-band, it can be seen
that, for a radio system, when the dual-frequency signal propagates through the ionosphere,
the carrier modulation code signal and the carrier phase signal go separately through the
group path and phase path [2,29,30]. Correspondingly, there will be group delay and phase
advance, which can be expressed with the following mathematical formula:

Jg

(ng —1)ds = [ (n, +f% —1)ds

H—x

(5)
op

(np —1)ds

where J¢ and J) are, respectively, the group delay and the phase advance caused by the
ionosphere; T and R are the upper and lower bounds of the propagation path of the radio
wave traveling through the ionosphere, respectively; and s is the geometrical path length of
the ray. On the basis of Equation (5), the group delay time and phase advance time induced
by the ionosphere can be further given.
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where c is the speed of light. By bringing the Taylor expansion term in Equations (3) and (4)
into (6), it can be seen that the value of the group delay time is larger than that of the phase
advance time, and the symbols between them are opposite. To explore the relationship
between these quantities in Equation (6), the numerical ray-tracing method (as illustrated
in Appendix A) is used to calculate the specific numerical solutions, and then a detailed
analysis is conducted.

3. Results and Discussion
3.1. The Quasi-Parabolic (QP) Ionosphere Model

The QP model developed by Voogt was employed in this study [31], which is expressed
as the profile distribution of electron density:

o - () @< <) o

0, elsewhere

where f) is the plasma frequency, f is the critical frequency, y, is the semi-thickness of the
parabolic layer, 1, is the geocentric height of the maximum electron density, 1, =t — ym
is the geocentric base height, and r is the geocentric height. According to Equation (7), it
can be observed that the ionosphere is horizontally homogenous.

3.2. Validation of the Performance of the Ray-Tracing Algorithm

Due to the fact that the quantities in Equation (6) are obtained using the numerical ray-
tracing algorithm, it is necessary to verify the performance of this algorithm. This is carried
out to ensure the validity of all values (in Equation (6)). Accordingly, the group time delay
is used. In reality, the real measurements of the delay are uncommon, so the calculated
group time delay t.;. and the virtual time delay t,;,; are considered. Herein, as long as
the time delays mentioned above are both equal, i.e., t,;;y = t., the goal is achieved.
The propagation theorems, the secant law, and the Breit-Tuve and Martyn propagation
equivalent path theorems are involved [32]. However, this work is not the focus of this
study; we will not go into detail. If the readers are interested, additional descriptions and
details can be found in [27].

As shown in Figure 1, the group time delay and percentage relative error increase
with increases in frequency for a fixed elevation angle (30°). Nevertheless, the relative
errors are always less than 1%, which is coincident with the results reported in [27]. This
small relative error indicates the reliability of the ray-tracing algorithm. On the other
hand, we can know that the frequency has an effect on the group time delay, whereas the
critical frequency and elevation angle also affect the time delay, which is in line with our
general expectations. This mentioned time delay is different from the group delay time
in Equation (6), but it is one of the influences on the group delay time. Undoubtedly, the
group delay time is affected by frequency, critical frequency, and elevation angles. Next,
the variation in numerical ratio between the group delay time and phase advance time as a
function of the frequency;, critical frequency, and elevation angle are discussed.
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Figure 1. Variation in the time delay and percentage relative error with radio frequency for the
elevation angle of 30°. The blue curve shows the calculated group time delay, the red curve shows
the virtual group time delay, and the green curve shows the percentage relative errors.

3.3. The Mapping Model between the Numerical Ratio and the Three Factors of Frequency, Critical
Frequency, and Elevation Angle

In the following, the trend at the same geocentric base height (1, = 6540 km) and
semi-thickness height (i, = 80 km) is taken as an example to analyze in detail. Considering
the propagation distance of the over-the-horizon radar (OTHR), the elevation angles used
in this study are all lower than 30° (under one-hop conditions).

The variation in the numerical ratio with radio frequency at different elevation angles
(10°-30°) and critical frequencies (4-12 MHz) is shown in Figure 2. The step sizes of the
elevation angle and critical frequency are 5° and 1 MHz, respectively. This reveals that the
radio frequency has little effect on the numerical ratio. From Figure 3, we know that the
numerical ratio hardly changes with the critical frequency. So the numerical ratio is also
not influenced by the critical frequency. Combining Figures 2 and 3, we can see that the
larger the elevation angle, the greater the numerical ratio.
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Figure 2. Variation in numerical ratio with the radio frequency at different elevation angles (5-30°,
step size of 5°). Each panel shows the trends calculated at different critical frequencies (4-12 MHz,
step size of 1 MHz).
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Figure 3. Variation in numerical ratio with the ionospheric critical frequency at different elevation

angles. Each panel shows the trends calculated at different frequencies (4-20 MHz; the step size is
2 MHz).

of Figure 4. Furthermore, the range of the numerical ratio is from 1 to 1.2.

1.2

The trends of the numerical ratio with the elevation angle are exhibited in Figure 4.
This figure displays that the numerical ratio increases with increases in the elevation angle.
The slope of the curve with the increasing elevation angle remains consistent in each panel

(a) Critical frequency 4 MHz

. 2(b) Critical frequency 5 MHz

(¢) Critical frequency 6 MHz

1.2
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Figure 4. Variation in numerical ratio with the elevation angle at different frequencies. Each panel

shows the trends calculated at different critical frequencies (4-12 MHz; the step size is 1 MHz).

To summarize, it is assumed that the mapping between the numerical ratio and the
three influencing factors is satisfied as follows:

y=hf foB) ®)

where f1() is a function of radio frequency f, critical frequency f., and elevation angle §;
and y is the numerical ratio.
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However, from Equation (7), the electron density of the background ionosphere is
related to the base height and semi-thickness. Variations in these parameters can affect the
propagation path of radio waves. The trends of the numerical ratio with the frequency,
critical frequency, and elevation angle at a base height of 6521.2 km are separately shown
in Figures 5-7. Finally, the conclusions are the same as above.
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Figure 5. Variation in numerical ratio with the radio frequency at different elevation angles under
another ionospheric model. Each panel shows the trends calculated at different critical frequencies.
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Figure 6. Variation in numerical ratio with the ionospheric critical frequency at different eleva-
tion angles under another ionospheric model. Each panel shows the trends calculated at different

frequencies.
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Figure 7. Variation in numerical ratio with the elevation angle at different frequencies under another
ionospheric model. Each panel shows the trends calculated at different critical frequencies.

Further, according to each panel in Figure 8, whether the semi-thickness or base height
alters, the trends of the numerical ratio are approximately invariable under most conditions.
Thus, the mapping relation of Equation (8) is also applied to other background ionospheric
environments. Next, the statistics regression analysis method will be used to investigate the
relationship between the numerical ratio and the three factors (frequency, critical frequency,
and elevation angle). The specific steps are as below:

(a) Critical frequency 8 MHz (b) Frequency 12 MHz (c¢) Critical frequency 8 MHz
1.2 13 g 2 12 4MHz 8 MHz 10 MHz 12 MHz
10° 20° 25° 30° —#—y_=120 km
5 T 125 w sy, =120 km
115 m —5—,=100 km 1.15 -
. 12 i —s—,,=100 km
° o === Yy ~80 km ) ey =80 km
Z 1 BEnCRR S-S RE s 51 )
& ~ =
1.1
1.05 5. e 1.05
w 1.05
1 1 | !
5 10 15 20 25 30 4 6 8 10 12 14 16 18 20 10 15 20 25 30
Frequency (MHz) Critical frequency (MHz) Elevation angle (deg)
(d) Critical frequency 8 MHz (e) Frequency 12 MHz (f) Critical frequency 8 MHz
1.2 : " . " 130 Tagehsese L2, s MHg 10 MHz 12 Vi
e L2s W T
L15 M.ﬂ —s—r,=6531.2 km . — & r =6531.2km
—&—r,=6531.2 km 1.2 - ’
° ° e F, =6540 km B ry6skm
= I‘I‘M ..... ¥, =6540 km 115 . b
I SRS & &
4 1.1
1.05
W 1.05 4
1 ]

5 10 15 20 25 30 Y6 8 1012 14 16 18 20 "o 15 2 25
Frequency (MHz) Critical frequency (MHz) Elevation angle (deg)
Figure 8. Numerical ratio profiles as a function of different parameters for a range of conditions. Each
column corresponds to Figures 2—4, respectively. The top panels show the trends calculated at the
different semi-thicknesses and the bottom panels show the trends at the different base heights.
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First of all, the relationship between the elevation angle and numerical ratio is taken
into consideration. Combining the trends in Figure 4 and the integral expressions of the
group path and phase path in [33], polynomial fitting is used to describe the relationship
with the elevation angle (thereinto, the cosine of the elevation angle is thought of as a
whole). Thus, the initial regression model is as follows:

=S a,
y:n;oicos”(ﬁ) +e€o ©9)

where B is the elevation angle, a, is the coefficient of the polynomial, 7 is the order of
the polynomial, and ¢ is a constant term. It is worth underscoring that the addition of
higher-order terms can make this equation complicated. Accordingly, the maximum value
of the order n is considered to be 8. All data in Figures 2—4 are taken as samples and
substituted into Equation (9) in turn. The probability density distribution curves of the
relative error between the fitted values and actual simulation values for different orders
under varying elevation angles are shown in Figure 9. While the order n is greater than 2,
the density distributions are similar.

2.5
—n=1
> L n=z |
E 2 —n=3
g —n
/A 15 —n=5|
z —n=
= n=7
< 1 —n=8]|
=
£
a 0.5
0 | 1 ——

0 1 2 3 4 5 6
Percentage relative error (%)

Figure 9. Probability density of the percentage relative error between the fitted values and actual
simulation values for different orders in the case of one independent variable (i.e., elevation angle).

Subsequently, independent variables such as the frequency and critical frequency are
added to the regression model. From the definition of the refractive index (Equation (3)
in [33]), the orders of the frequency and critical frequency are both quadratic. As shown
in the results in Figures 2 and 3, simple linear regression is considered to express the
relationship between the numerical ratio and two variables. Thereby, the expression is
shown as below:

y i T te +(b+s)+(cf2+s)3<i<8 (10)
= gz téot(mzt+é 2),3S 1S
#=0 €0s" (B) f&

where b and ¢ are the coefficients; ¢y, €1, and ¢, are the constant terms; f. is the critical
frequency; and f is the radio frequency.

The probability density distribution curves of the relative error for different orders
when there are three independent variables are exhibited in Figure 10. Combining the
root mean square errors between the fitted values and the actual simulation values in
Table 1, we observe that no matter how the order varies, their density distributions and
root mean square errors have little distinction from each other under the same conditions.
So, a mathematical model consisting of any of the order values listed in Table 1 can be
used to describe the relationship between the ratio and the three independent variables. In
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order to reduce the complexity of the model, the third order is chosen. After processing
Equation (10), the final regression model can be obtained as follows:

m a» as b >

— — 11

T s Teoep) T T T o

where a1, a3, a3, b, and c are the coefficients; and ¢ is a constant term. Taking all of the

data in Figures 2—4 into Equation (11) in sequence, the above coefficients can be acquired

as ay =2.073256, a; = —0.876382, a3 = 0.18251, b = 0.110992, ¢ = 2.614439 x 10>, and
£ = —0.363042 using iterative fitting.

25
— =
> L n=
E 2 —n=
g —n=
Q15 —n=
2 —n=
21
<
=
=
A 0.5H
0 1 L — e

0 1 2 3 4 5 6
Percentage relative error (%)

Figure 10. Probability density of the percentage relative error between the fitted values and actual
simulation values for different orders in the case of three independent variables (i.e., frequency,
critical frequency, and elevation angle).

Table 1. The root mean square errors between the fitted values and actual simulation values with
different orders.

The Order of the Polynomial Root Mean Square Errors
() 1073)
3 6.89594
4 6.88583
5 6.88579
6 6.88434
7 6.88202
8 6.88187

Figure 11 shows that the fitted values derived from the current coefficients and the
actual simulation values are almost consistent under different conditions of frequencies,
critical frequencies, and elevation angles. In this case, the maximum and minimum relative
errors among the fitted values and actual values are 5.66% and 1.8671 x 10~4%, respectively.
Similarly, all data obtained under another background ionospheric model (Figures 5-7,
rp = 6521.2 km and y;, = 80 km) are substituted into Equation (11). The corresponding
coefficients are a; = 2.043217, a, = —0.851211, a3 = 0.1754, b = 0.112767, ¢ = 2.56932 x 1075,
and e = —0.353716. Certainly, the fitted values and actual values can be given as shown in
Figure 12. In this scenario, the maximum and minimum relative errors are, respectively,
5.2138% and 1.518 x 10~%%. The above results indicate that it is feasible to use Equation (11)
to depict the mapping correlation between the numerical ratio and the three factors (fre-
quency, critical frequency, and elevation angle) under different background ionospheric
models.
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Figure 11. (a) Fitted value and actual value profiles as a function of radio frequency at different
elevation angles; (b) fitted value and actual value profiles as a function of critical frequency at different
elevation angles; and (c) fitted value and actual value profiles as a function of elevation angles at
different frequencies. The asterisks refer to the actual results, and the black solid lines refer to the
fitted results.

) (a) Critical frequency 6 MHz 2 (b) Frequency 6 MHz ) (¢) Critical frequency 6 MHz

1. 1
Fitted value  *  Actual value Fitted value * Actual value Fitted value  *  Actual value
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Frequency (MHz) Critical frequency (MHz) Elevation angle (deg)
Figure 12. Under another ionospheric model, (a) fitted value and actual value profiles as a function
of radio frequency at different elevation angles; (b) fitted value and actual value profiles as a function
of critical frequency at different elevation angles; and (c) fitted value and actual value profiles as a
function of elevation angles at different frequencies. The asterisks refer to actual results, and the black
solid line refers to fitted results.

In conclusion, the elevation angle plays an important role in the trend of the numerical
ratio between the group delay time and phase advance time. Under different ionospheric
models, the relationship between the numerical ratio and the three factors (frequency, criti-
cal frequency, and elevation angle) can be described by the same mathematical expression
(i.e., Equation (11)).

4. Conclusions

In this study, a ray-tracing algorithm is used to study the trend of the numerical ratio
between the group delay time and phase advance time with changes in frequency, critical
frequency, and elevation angle associated with the Quasi-parabolic model. The simulations
reveal that the numerical ratio is mainly determined by the elevation angle, while the
frequency and critical frequency have little effect. The range of the numerical ratio is from 1
to 1.2. In addition, the mathematical model of the numerical ratio with respect to frequency,
critical frequency, and elevation angle is established using the regression analysis method.
The model coefficients are given via iterative fitting. On the other hand, the relativity
between the ratio and the three factors of frequency, critical frequency, and elevation angle
is confirmed by the little relative errors between the fitting values and simulation values
under the different background ionospheric models. This study provides a novel idea and
method for researching ionosphere-induced group delay and phase advance, which aids in
developing a more reliable and stable short-wave communication system.
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Appendix A

In the spherical coordinate system, the ray-differential equations with the group path
P’ of radio wave propagation as the independent variable are given as follows:

oH
dr 1 ok
AP — T cOH

%
d60 _ 1 9k
dp’ — rc 0H

dw

oH
dp 1 kg
I = 7csind oH
dP rcsin @ gt (Al)
ke _ 1% d6 . ode
ap = coir T kegp +kesinbay
Jw

oH
dk, 1/1 30 d d
a0 = ¢ (23 —kogp +kor cos07f)

w ol
dkpg 1 (139 . dr de
apr = rsine(EW —kq)SIHGW —k(pVCOSQW)

where the variables 7, 6, and ¢ are the spherical polar coordinates of a point on the ray
path; ky, kg, and k, are the three components of the wave vector; w = 27f is the angular
frequency of the wave; c is the propagation speed of electromagnetic waves in free space;
and H is the Hamiltonian operator, whose form is shown as Equation (A2).

2
H = % %(kf + ké + k%p) — real (n?) (A2)

Here, 1 is the refraction index (Equation (3)).

It is assumed that the launch elevation angle is B, the azimuth angle is « (starting
from the north of the ground, clockwise), the angular frequency is w, and the transmitter
is located on the surface of the Earth, with its longitude and latitude being Ag and ¢g
respectively. The initial values of the ray are calculated by the following formula:

7’:7’0/9:%_)\0/?:4)0/
—
k= |k |cos(F —B) = ¥sinp,
—
kgz—‘k cos fcosa = —% cos Bcosa, (A3)
—
k(P:—‘k cos Bcos(F —a) = ¥ cos Bsinw

where r( is the radius of the earth. On the basis of Equation (A3), the Runge-Kutta method
is used to solve the ray differential equations above, so the coordinate vectors and wave
vectors of each point on the ray path can be obtained. Further, the ray trace can be given by
connecting these points.
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The fourth-order Runge-Kutta method is indicated as below:
Ynt+l = Yn + h(kl + 2k + 2k3 + k4)/6 (A4)

Here, h is the step size, and k is the Taylor expansion coefficient. r, 8, ¢, kr, kg, and k,
mentioned above correspond to y1, y2, ¥3, Y4, Y5, and ye, respectively.

ki = f(xn,yn)
kZ_f(xn‘F%/yn"'%) (A5)
ks 7f(xn + %,]/n + %)
ky = f(xn +h,yu + hk3)
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