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Abstract 
The PBFT (Practical Byzantine Fault Tolerance, PBFT) consensus algorithm, 
which addressed the issue of malicious nodes sending error messages to dis-
rupt the system operation in distributed systems, was challenging to support 
massive network nodes, the common participation over all nodes in the con-
sensus mechanism would lead to increased communication complexity, and 
the arbitrary selection of master nodes would also lead to inefficient consen-
sus. This paper offered a PBFT consensus method (Role Division-based Prac-
tical Byzantine Fault Tolerance, RD-PBFT) to address the above problems 
based on node role division. First, the nodes in the system voted with each 
other to divide the high reputation group and low reputation group, and de-
termined the starting reputation value of the nodes. Then, the mobile node in 
the group was divided into roles according to the high reputation value, and a 
total of three roles were divided into consensus node, backup node, and su-
pervisory node to reduce the number of nodes involved in the consensus 
process and reduced the complexity of communication. In addition, an adap-
tive method was used to select the master nodes in the consensus process, and 
an integer value was introduced to ensure the unpredictability and equality of 
the master node selection. Experimentally, it was verified that the algorithm 
has lower communication complexity and better decentralization characteris-
tics compared with the PBFT consensus algorithm, which improved the effi-
ciency of consensus. 
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1. Introduction 

The distributed ledger technology known as blockchain makes it possible to 
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store data consistently. Blocks are used to store data, and they are all connected 
to create an immutable chain. All information in this chain can be tracked and 
verified but is difficult to fiddle with. It offers many benefits like decentralization, 
lack of tampering, lack of falsification, and traceability [1]. Realistic applications 
like crucial forgery-proof data storage and data protection are particularly well 
suited to blockchain [2] [3]. Blockchain technology can solve the security prob-
lems such as tampering data and low transaction processing efficiency of tradi-
tional centralized backing institutions [4] [5] [6] in the fields of finance [7] [8] 
[9], healthcare [10], Internet of Things [11], property rights protection [12], and 
privacy protection [13], etc. When Satoshi Nakamoto published “Bitcoin: A 
Peer-to-Peer Electronic Cash System” in 2008, he first revealed the idea of bit-
coin. This also marked the beginning of blockchain technology. 

One of the key components of the blockchain system is the consensus algo-
rithm, which is essential to the effectiveness, security, and stability of blockchain 
data processing [14]. Blockchain consensus algorithms constantly pursue high 
performance, low energy consumption, excellent security, and scalability on the 
basis of ensuring algorithm security, scalability, resource utilization, and process 
efficiency sex. One of the major blockchain technology research axes has been 
consensus algorithms. The common consensus algorithms are PBFT (Practical 
Byzantine Fault Tolerance, PBFT) [15], XFT [16], PoW (Proof of Work, PoW) 
[17], Paxos [18], and Zyzzyva [19]. In the federated chain, the PBFT consensus 
algorithm is a popular consensus method that can reduce algorithm complexity 
from exponential to polynomial levels [20]. Only when less than one-third of the 
total nodes are malicious can the PBFT consensus method successfully reach 
consensus. However, malicious nodes can slow down the block generation speed 
and thus reduce the throughput of the system. Currently, the PBFT consensus 
algorithm has done a lot of research on the selection of consensus nodes and the 
reduction of the communication complexity of the system. 

For the selection of consensus nodes of the PBFT consensus algorithm, 
avoiding the master node as a malicious node and reducing the participation of 
anomalous nodes in consensus are key issues. WANG [21] proposed a novel 
consensus protocol called CDBFT (Credit-delegated Byzantine fault tolerance, 
CDBFT), which sets up a voting reward and punishment scheme. In the con-
sensus process, motivate the reliable nodes and reduce the participation proba-
bility of abnormal nodes to 5%. ZHENG [22] combined PBFT with the im-
proved C4.5 decision tree algorithm to classify nodes using the improved C4.5, 
introduced weighted average information gain to improve the classification ac-
curacy, and introduced a point voting mechanism to determine the master node. 
CHANG [23] proposed a blockchain two-layer architecture model consisting of 
two parts, the bottom cluster and the top cluster. This model enhances consen-
sus by using bandwidth-reserved multi-entry point operations, and eliminates 
the reliance on a single primary leader characteristic of PBFT. The above docu-
ments solve the problem of insufficient scalability of the original PBFT consen-
sus algorithm, but ignore the evaluation of the trust of the master node. 
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To address the problem of excessive communication complexity in the con-
sensus process: GAO [24] proposed T-PBFT, the Eigen Trust model is combined 
with the PBFT consensus algorithm, the credit of the node is evaluated by the 
transaction between nodes, and the node with a high reputation is selected as its 
trust group. TONG [25] proposed a practical Byzantine consensus algorithm 
based on Peer Trust, introducing Peer Trust to evaluate the credibility of nodes 
eligible to participate in consensus, which can improve the fault tolerance of the 
system, and devised a three-chain structure to retain assets, transactions, and 
feedback in three blockchain systems, separately. According to the network en-
vironment of the system, LI [26] designed an EPBFT consensus algorithm that 
takes different steps to reach consensus. He also added verifiable random func-
tions (VRF) to choose consensus nodes, streamlined checkpointing protocols 
and cut down on the time and communication overhead required for view 
change protocols. However, in the process of consensus, the main node receiving 
the client request message may be the Byzantine node, which leads to the reduc-
tion of the efficiency of the system consensus. 

To address the problems of the PBFT consensus algorithm, reducing the com-
plexity of communication, the nodes in the system play different roles, and the 
system’s nodes are separated into high reputation value groups and low reputa-
tion value groups according to the results of node mutual voting. The nodes in 
the high reputation value group are divided into consensus nodes and supervi-
sory nodes, and the nodes in the low reputation value group are backup nodes. 
For the randomness of master node selection and to avoid centralization of 
power, an adaptive method is used to select the master node with a higher repu-
tation value as the master node in the consensus process to improve the reliabil-
ity of the system. 

The remainder of the essay is structured as follows. Work related to the PBFT 
consensus algorithm is reviewed (Section 2). The PBFT consensus algorithm 
based on role division is proposed to divide the nodes in the network. It is de-
scribed in detail in four aspects: calculating the initial reputation value of the 
nodes, the preparation phase, the consensus phase, and the ending phase (Sec-
tion 3), simulation experiments are analyzed and validated, compared with the 
initial PBFT (Section 4), the full paper is summarized (Section 5). 

2. Related Work 

This section gives a quick overview of the PBFT consensus algorithm’s body of 
knowledge. 

2.1. The Problem of Byzantine Generals 

At present, the consensus problems studied by most experts and scholars mainly 
include two kinds, algorithmic consensus and decision consensus. These two 
kinds of consensus problems originally originated from the Byzantine general 
problem, and the consensus of the blockchain system is also based on the Byzan-
tine general problem. 
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The Byzantine general’s problem is that generals in the Byzantine Empire lead 
their respective armies in a siege of an enemy city. Because the armies are far 
apart, each general can only control his own army, and the only way to negotiate 
a reasonable battle plan and reach a consensus is to transmit messages to the 
other generals via messengers. However, there could be traitors among the gen-
erals who tried to deceive the other loyal generals by spreading false plans of ac-
tion during the transmission of messages. The Byzantine general problem is to 
find a workable algorithm that allows the loyal generals to reach a consensus 
despite the presence of a few traitors. 

2.2. PBFT Consensus Algorithm  

The practical Byzantine fault-tolerant consensus algorithm can be applied in an 
asynchronous network [27] environment, and PBFT is the most adopted con-
sensus algorithm in federated chains, which can guarantee replication across 
different nodes in a distributed system. In the PBFT consensus algorithm, the 
existence of Byzantine nodes is allowed, but Byzantine nodes cannot be identi-
fied, and the consensus is reached as long as the system receives more than half 
of the confirmation messages. 

The Practical Byzantine Fault Tolerance algorithm is a state-as-replica-based 
fault tolerance algorithm [28], which can provide fault tolerance guarantees for 
no more than (n − 1)/3 failed nodes. To protect the distributed system from 
malicious users, the roles of nodes in the consensus process are divided into the 
client, master, and replica nodes. The core of the PBFT consensus algorithm is 
composed of consistency protocol, checkpointing protocol, and view change 
protocol. The network system executes only the consistency protocol and 
checkpointing protocol under normal operation. When the master node is in 
error or the system is running slowly, the view replacement protocol is per-
formed to maintain the system able to continue responding to client requests. 

2.3. PBFT Consensus Algorithm Consensus Process 

The workflow of the PBFT consensus algorithm when no master node fails is 
shown in Figure 1 [29]. A completely unanimous opinion needs to be requested, 
pre-prepared, and prepared; among them, pre-preparation, preparation, and 
submission are the key links to consensus. 

Request phase: The client sends a request message to the master node with 
information such as a timestamp. The timestamp ensures that the request will not 
be executed repeatedly, and as the timestamp t value increases, the order of ex-
ecution of the operation can be identified. 

Pre-preparation phase: The host responds to the request sent by the client, 
tests the request and specifies the number, and then broadcasts to other replica 
nodes. 

Preparation phase: The node receives the pre-preparation information sent by 
the master node, confirms its correctness, and broadcasts the pre-preparation in-
formation to other nodes after confirmation. 
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Figure 1. PBFT algorithm consensus process. 

 
Confirmation phase: When the node receives at least 2f pieces of information 

(f is the number of Byzantine nodes in the system) and performs verification, it 
broadcasts confirmation information to the entire network. Replica nodes send 
acknowledgments to other replica nodes. When a node in a system receives a 2f + 
1 valid reply message, it can send a reply message to the client. 

Reply phase: After the replica nodes execute the above operations, the replica 
nodes send reply messages to the clients, and when the clients receive 2f + 1 in-
dependent return results, they are considered to have reached a consensus. 

3. PBFT Consensus Algorithm with Role Division 

On this basis, we designed a PBFT consensus algorithm based on node role 
division to guarantee the security of the protocol, decrease the communica-
tion complexity of such consensus process and enhance consensus efficiency 
of the consensus process by voting among nodes, dividing high-reputation 
value and low reputation value groups, setting supervisory nodes for node 
role division and selecting trusted master nodes. 

3.1. The Flow of the Consensus Algorithm 

For node group consensus, although the efficiency is improved compared to 
the initial consensus. As the number of groups reaches the maximum, the 
number in the consensus group will also increase, because carrying out the 
group consensus at the same time still also leads to an increase in the number 
of exchanges. In response to the above problems, the algorithm is improved 
to divide the nodes in the system into roles, and the roles played by the nodes 
determine their authority in the system, which are divided into a total of three 
categories consensus nodes, backup nodes, and supervisory nodes, only con-
sensus nodes are involved in consensus, which reduces the number of nodes 
participating in the consensus process, backup nodes and supervisory nodes 
can provide a guarantee for the honesty of the nodes in the system, and each 
of the three types of nodes has its own role so that consensus can be reached 
quickly in a reliable environment. 

The flowchart of the consensus algorithm is shown in Figure 2. The me-
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thod proceeds round by round, and each phase is divided into three phases: 
the preparation phase, the consensus phase, and the final phase. Before the 
first consensus, all nodes in the system need to vote. 

3.2. Node Initial Credit 

The initial reputation value of a node is determined by voting among the 
nodes. Most of the existing approaches will determine the number of votes 
through mutual communication between nodes to obtain their reputation 
value by calculating locally. Setting an initial bookkeeping node before nodes 
vote each other can centralize all voting records in one node, avoiding com-
plicity among nodes and ensuring the authenticity of voting results. The cre-
dit will change with the performance of the nodes in the system, and the size 
of the credit will affect the position and authority of the node in the block-
chain. The following are the specific steps. 

1) Select the initial bookkeeping node. Each node is assigned a number 1, 2, 
3… N in the order of entering the system, and then the system generates a 
random number from 1 to N. The node whose number is consistent with this 
random number is the initial bookkeeping node. 

2) Voting. A voting cycle is set in which a trust list node can be voted for. 
The nodes in the trust list are automatically classified in the high reputation 
value group. In the voting cycle “VT”, all system nodes must participate in the 
voting. When the voting cycle “VT” ends, the votes of each node i are counted 
as Ci, and the voting results are copied twice, one is written to the local log, 
and the other is sent to the bookkeeping node, which records the initial repu-
tation value. The top H nodes are sorted according to the number of node 
votes, and the top H nodes are composed into a list of nodes with high repu-
tation value. As shown in Figure 3. 

The initial bookkeeping node aggregates all the voting results and counts 
the pro votes ( )1,2,3, ,iA i N=   and con votes Oi obtained by each node, 
and then calculates the final initial reputation value of each node according to 
Equation (2). Finally, the initial value of each node is sent to the correspond-
ing node. 

i i iC A O= +                           (1) 

min

max min

i
i

A A
Trust

A A
−

=
−

                      (2) 

 

 
Figure 2. RD-PBFT algorithm flow.  
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Figure 3. Voted trust list node. 

3.3. Preparatory Stage 

In the preparation stage, according to the initial credit value of the node, it is di-
vided into high credit level and low credit level. The nodes are divided into high- 
confidence groups, and nodes are divided into two types: consensus nodes and 
supervision nodes. The nodes in the low credit group become backup nodes. As 
shown in Figure 4. 

3.3.1. Node Role Delineation 
The nodes in the system are divided into three categories, consensus nodes, su-
pervisory nodes, and backup nodes. The three types of nodes take different roles 
in the system, play different roles, supervise each other and form a whole. This 
ensures that the consensus is reached smoothly in a safe and reliable environ-
ment. The model diagram of node division in the system is shown in Figure 5. 

Consensus nodes. Consensus nodes consist of two parts, primary and replica, 
which participate in the consensus process. The master node is responsible for 
confirming and receiving the request information sent by the client, while the 
copy node is responsible for confirming the information of the master node and 
other copy nodes, so as to ensure the consistency of the system. 

Supervisory nodes. The main role of supervisory nodes is to provide a relia-
ble guarantee for the consensus process of the system and ensure that the con-
sensus can be reached in a safe and reliable environment. Supervisory nodes 
have the right to view the local logs of all other local nodes. Supervisory nodes 
supervise the behavior of the whole nodes in the system and update the reputa-
tion value of the nodes after each round of consensus. 

Backup nodes. The nodes within the low reputation value group become 
backup nodes, which do not participate in the consensus process of the system 
and passively update their local information according to the information sent 
by the master node to reach synchronization. The backup nodes in the system 
are also able to supervise the supervisory nodes. 

3.3.2. Selection of Master Node and Supervisory Node 
Consensus nodes include a master and a copy of the consensus process partici-
pating in the system, only one of the consensuses can participate in the consen-
sus and compete, and only one of the others can vote. By storing data, commu-
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nication overhead can be reduced and system performance improved. The algo-
rithm adopts an adaptive master node selection algorithm, by randomly select-
ing nodes with a high reputation as the master node, and reducing the concen-
tration of authority by randomly selecting the master node randomness. Among 
the high-credit groups, monitoring nodes get the most votes. Assume that the 
credit value of the nodes in the group is m. 

Step 1: The probability of selecting the node with a high reputation value to 
be elected as the master node is calculated among the consensus nodes, and the 
formula for calculating the probability of consensus node i to be the master node 
is as follows. 

( ) ( )
( )1

,
,

,C
j

Trust i m
P i m

Trust j m

λ

λ
=

=
∑

                   (3) 

where C is the total number of consensus nodes, j denotes a replica node, and 
the index is calculated as follows. 
 

 
Figure 4. Diagram of node classification. 

 

 
Figure 5. Improved consensus algorithm node model. 
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max 1

c
Trust

Trust

λ =
−

                          (4) 

where maxTrust  and Trust  are the maximum and average of the reputation 
values of all consensus nodes, respectively, and a constant. 

Step 2: Each consensus node is sorted from lowest to highest according to its 
probability value of being elected as the master node (if the nodes have the same 
calculated probability value, then the consensus nodes are sorted from smallest 
to largest), and the cumulative probability of each consensus node is calculated 
in this order with the following formula. 

( )1 ,i
i js p j m

−
= ∑                          (5) 

Step 3: In order to guarantee the randomness of the master node selection, a 
random number RN in the range [0, 1] needs to be found, and the RN is calcu-
lated by hashing the block header of the current block using the SHA256 algo-
rithm with the following formula. 

( )( )256 headRN StrToInt SHA block mol N=               (6) 

Subsequently, the cumulative probability of each consensus node is used to 
determine the master node for the next round by the following formula, and the 
cumulative probability of the master node needs to satisfy the following condi-
tion. 

1 min 1,i i
RNs s
C

τ−
 < + ≤ 
 

                     (7) 

where τ is a constant between [0, 1], which can be adjusted to ensure that nodes 
with high cumulative probability values, i.e., nodes with high reputation values, 
have a higher probability of being elected as master nodes. 

3.4. Consensus Stage 

The schematic diagram of the consensus phase of the improved algorithm is 
shown in Figure 6. The original algorithm of PBFT involves the whole network 
nodes in consensus. Among N nodes, about 2N2 communications are required 
to reach consensus. As the scale of network nodes increases, the number of net-
work communications will increase sharply, which will cause network commu-
nication overhead and affect the overall performance of the network. 

In order to reduce the communication overhead of the network, the supervi-
sory nodes will complete the verification work in the consensus process. Since 
the group is divided at the beginning and the one with high trust is selected as 
the consensus node, the consensus nodes involved in the consensus process can 
be considered honest nodes with high probability. During the consensus process, 
each node can make its own judgment, and the master node aggregates the 
judgments made by other nodes and then submits the final conclusion to the 
client. The consensus protocol flow is shown in Figure 7, where c denotes the 
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client, the monitor node denotes the supervisor node, the backup node denotes 
the backup node, P denotes the master node, and 1, 2, and 3 denote the replica 
nodes. 

The consensus process is similar to the original PBFT consensus algorithm, 
except that the supervisory node and the backup node are added. The supervi-
sory node supervises the behavior of the nodes in the consensus process, super-
vises the information update of the backup node, and is responsible for updating 
the node reputation value after each circular of consensus. The backup node can 
only passively receive information, and the master node transmits the consensus 
result message to the client while the backup node updates its own local infor-
mation based on the information passed by the master node. 

3.5. Closing Stage 

The work in this phase is mainly to complete the updating of node reputation 
values, packaging of data, and malicious node logging. 

3.5.1. Node Calculation of Node Reputation Value 
The reputation value of a node is largely determined by the performance of the 
node in this consensus phase. 

Definition 1 The degree of activity of a node in participating in consensus. 
The degree of activity is the number of times a node participates in consensus 
within a certain time frame, and the activity of a node can be expressed by the 
function ρ(n), which is calculated as follows. 

 

 
Figure 6. Consensus stage diagram. 

 

 
Figure 7. Improved consensus flow of the algorithm. 
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( ) e
a
nnρ

−
=                           (8) 

where n is the number of nodes participating in the consensus, and the parame-
ter a ( Za∈ , a ≥ 1) is adapted to regulate the development rate. The value of ρ(n) 
becomes larger as the value of n increases. 

Definition 2 Success rate of node consensus. The success rate of node con-
sensus is the frequency of nodes participating in consensus to reach consensus 
successfully. It is represented by the consensus success rate y. The larger the val-
ue of y, the better the performance, and it is calculated as follows. 

sy
n

=                            (9) 

where s is the number of normal consensus completions, and n is the number of 
nodes participating in consensus. 

Definition 3 Historical influence degree. Historical influence degree is the 
degree of influence of the historical trust value of a node on the trust value of the 
current node. It can be expressed by ( )tω ∆  and calculated as follows. 

( ) 1
2

t

t
λ

ω
∆

 ∆ =  
 

                       (10) 

where ∆t is denoted as the time interval between the current time and the last 
consensus time, the parameter λ ( Zλ ∈ , λ > 0) is able to adjust the degree of in-
fluence. The value of ( )tω ∆  decreases as ∆t increases, and the smaller the val-
ue obtained from the calculation, the smaller the influence of the historical trust 
value. 

Definition 4 Transaction Impact Factor. The transaction impact factor iden-
tifies the importance of a transaction. Let the transaction importance parameter 
be m. The transaction impact factor calculation function F(m) is calculated as 
follows. 

( ) 0
0

01

m m M
MF m

m M

 <= 
 ≥

                   (11) 

where M0 is the threshold value of the transaction importance parameter, the 
value of F(m) increases as the value of m increases, and a larger F(m) indicates 
higher transaction importance. 

Definition 5 Behavioral evaluation. Behavioral evaluation refers to the cor-
responding evaluation value given to a node based on its performance in the 
consensus process. The behavioral evaluation value E is calculated as follows. 

( )
1

2 c t

gE
N×

= ×                         (12) 

where t is the time taken by nodes to complete the consensus process, c ( Zc∈ , 
c ≥ 1) is the evaluation value adjustment factor, g is the number of nodes agree-
ing to the message, and N is the total number of nodes. The shorter the time it 
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takes for a node to a total agreement when most nodes agree on the message, the 
higher the evaluation. 

Definition 6 The combined belief value of a node. It is calculated as follows. 

( ) ( )
( )

( )( )1

1

1
n

l l ll
nij i

l ll

E t F
Trust n n Trust

t F

ω
ρ γ ρ

ω
=

=

∆
= + −

∆
∑
∑

        (13) 

where iTrust  is the initial value of trust value, the trust value of a node is calcu-
lated precisely by combining the performance of nodes in the consensus process. 

3.5.2. Dynamic Update of Credit Value 
On this basis, a dynamic credit evaluation model based on node behavior is 
proposed. The model includes the increase or decrease of credit and the status of 
setting credit value. After each negotiation is reached, the credit value of the 
node will be updated according to the credit model, and then the role of the 
node will be determined according to the credit value iTrust . The credit rating 
is the credit rating of a node, the higher the credit rating, the higher its credit 
rating. The initial reputation value of the node is set as [ ]0,1iTrust ∈ . 

1) The increment or diminish of reputation value. Different nodes have dif-
ferent behaviors in the consensus process, and the reputation value of nodes is 
set dynamically according to the behavior of nodes. Let ( )iTrust r  denote the 
reputation value of node i in the rth round of consensus, then in the r + 1th 
round of consensus, the reputation value of node i can be expressed by the fol-
lowing Equation (14). 

( )

( ) ( )( )
( )

( )

1 honest node

anomaly node1
e offline node

0 byzantine node

i i

i
i h

i

Trust r Trust r

Trust rTrust r
Trust r λ

α

β
− ∆

 + −

+ = 



     (14) 

If node i generates a block in r+1 rounds of consensus by packing and syn-
chronizing the messages of nodes across the network and reaches consensus 
successfully, then ( ) ( ) ( )( ) ( )1 1 , 0,1i i iTrust r Trust r Trust rα α+ = + − ∈ . The coef-
ficient α is used to regulate the rate at which the node reputation value grows, 
and its value of it can be chosen in accordance with the system’s particular ap-
plication requirements. When α is set to steady, the larger the reputation worth 

( )iTrust r  is, the slower the development rate of ( )1iTrust r +  will be, and 
eventually it will converge to 1. After each circular of consensus, based on the 
performance of the nodes in the system at the current consensus stage and the 
historical behavior of the nodes, the supervising node will update the reputation 
value of the nodes, and the reputation value of the nodes will be updated ac-
cording to Equation (14), which is sent to the nodes in the system by Equation 
(15). The other nodes receive the updated reputation value message from the 
supervisory node and verify it, and after the verification, the supervisory node 
updated its own reputation value according to the verification results of other 
nodes. After all, the reputation values of all nodes in the system are updated, the 
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Byzantine nodes that appear in the current consensus phase are numbered, and 
the Byzantine nodes that are recorded cannot participate in the consensus process; 
they play the role of backup nodes in the system and can only passively update 
their local information based on the information sent by the master node. 

, , conduct,characteri iTrust Trust′                   (15) 

When node i packs invalid blocks or node i is inconsistent with other nodes’ mes-
sages across the network in r + 1 rounds of consensus, ( ) ( )1i iTrust r Trust rβ+ = , 
where ( )0,1β ∈ , as a penalty factor, controls the rate of reputation value decline. 
When node i is an abnormal node, its reputation value will drop linearly. Algo-
rithm 1 shows the updating of credit values. 

The credit value of a node in a system will gradually decline if it is offline for 
an extended period of time, which means it is not taking part in the consensus 
process. λ is the decay coefficient, and ∆h is the variation between the height of 
the block and the height of the current block when node i last participated in the 
consensus process. 

 
Algorithm 1. Update of credit value. 

Input ( iTrust , iN , α ,  β ) 

Output ( iTrust , iN ) 

1) for Ni∈  

2) if complete this round of consensus 

3) ( ) ( )( )1i i iTrust Trust r Trust rα+ −←  

4) else if Malicious behavior 

5) 0iTrust ←  

6) else ( )i iTrust Trust rβ←  

7) if ( )iTrust r n<  

8) ( )iSTrust r ←error 

9) ( )iTrust r n←  recover in the next cycle 

10) else if ( )iTrust r l<  

11) ( )iSTrust r ←abnormal 

12) else if ( )iTrust r m<  

13) ( )iSTrust r ←normal 

14) else 

15) ( )iSTrust r ←excellent 

16) if ( )iTrust r m>  

17) ( )iTrust r l←  reset at next cycle 

18) return ( iTrust , iN ) 

end for 
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If node i intentionally sends an error message to other nodes, it is considered 
a Byzantine node in the system, and the reputation value of node i is 0, and it 
cannot participate in the consensus process 

2) Reputation value state setting is determined by the node’s reputation status 

iTrust , and the node’s authority is set in accordance with the node’s reputation 
status. Table 1 displays the four different types of node reputation states are 
given in the table, and m, l, and n are indicated as the thresholds for reputation 
state updates. The threshold values can be chosen in accordance with the net-
work’s distribution of node reputation values and the system’s security settings. 

4. Experimental Analysis 

The algorithm is simulated using Java and compared with the original consensus 
algorithm in terms of fault tolerance, node reputation value, communication 
complexity, and throughput. The experimental environment is a Windows 10 
operating system with 16 GB of system memory and two processors with Intel(R) 
Xeon(R) Gold 6148 CPU @ 2.40 GHz 2.39 GHz CPUs. 

4.1. Algorithm Fault Tolerance Analysis 

Let the entire number of nodes be N, the number of malicious nodes is m, the 
number of faulty nodes is s, the number of Byzantine nodes be f = m + s, and the 
number of nodes in the system that can function properly be N − f. Assuming 
that Q nodes agree on a message during the consensus process, then consensus is 
considered to be reached.  

When f Byzantine nodes in the framework do not participate in the consensus 
process, then the consensus protocol should guarantee that the remaining N-f 
urban nodes reach consensus, as shown in the following equation. 

Q N f≤ −                           (16) 

When there are Byzantine nodes involved in the consensus process, it must be 
ensured that the number of honest nodes should exceed the number of Byzan-
tine nodes, then there are： 

N f f f− − >                         (17) 

Therefore, from (17), we can get N > 3f, so N must be at least greater than or 
equal to 3f + 1 so as to ensure security and activity in the blockchain system. 

 
Table 1. Reputation status of nodes. 

iTrust  range iSTrust  Node Classification 

[m, 1] Excellent Consensus node, Supervisory node 

[l, m) Normal Consensus node 

[n, l) Abnormal Backup nodes 

[0, n) Error Prohibit participation in consensus 
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4.2. Reputation Value of the Node 

A small blockchain system is built using Java language with 30 nodes set up, 
containing 9 Byzantine nodes. The experiment contains consensus stage 1, con-
sensus stage 2, consensus stage 3, and consensus stage 4. Each phase contains 30 
rounds of consensus, and at the end of each phase, the reputation values of the 
nodes are updated, as shown in Figure 8. 

1) After the consensus stage 2, the honest nodes and Byzantine nodes in the 
system can be distinguished by the reputation value, which ensures the security 
and stability of the ensuing operation of the whole blockchain framework. 

2) The reputation value of erroneous nodes with node numbers 7, 10, 17, and 
26 exceeds the threshold value of 0.5 after consensus stage 1, mainly because 
these four nodes have lower initial reputation values compared with other erro-
neous nodes and are not detected by the system because they do not have the 
right to act as master nodes and supervisory nodes in consensus stage 1, but after 
consensus stage 1, they take up the corresponding roles and are finally recorded 
by the system. The consensus success rate of consensus stage 1 is low because the 
initial reputation esteem of nodes mainly relies on the voting decision among 
nodes, which has a certain chance, and there may be a situation in which some 
malicious nodes obtain a higher initial reputation, but as the consensus process 
continues, the system records all malicious nodes one by one, and the consensus 
success rate reaches 100%. 

4.3. Communication Complexity 

The PBFT consensus algorithm is a network-wide broadcast by nodes for mes-
sage delivery, which will significantly consume communication resources in the 
system. Communication overhead is one of the indicators of algorithm efficiency. 
Improving the algorithm can improve consensus efficiency and reduce the waste  

 

 
Figure 8. Node credit value distribution. 
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of communication resources. In the original PBFT consensus algorithm, net-
work-wide broadcast communication is required in the preparation and confir-
mation stages, and each node needs to communicate N − 1 times in this process, 
and the number of communications required to complete a consensus round is 
2N(N − 1), which will put a large burden on the communication network when 
the number of nodes is large. 

The improved algorithm is to decrease the number of consensus nodes in-
volved in the consensus process by dividing the nodes in the system into roles. 
Nodes in the network are divided into three categories: consensus nodes, super-
visory nodes, and backup nodes, which serve different functions in the system. 
Supervisory nodes and backup nodes do not participate in the consensus process 
but only supervise and vote on the reputation value of the nodes. This greatly 
reduces the number of consensus nodes compared to the original algorithm, 
thus reducing the communication overhead of the system. 

4.4. Throughput Capacity 

The throughput of a framework is the number of exchanges prepared per unit of 
time within the framework, and the capacity of the framework to handle ex-
changes depends on the estimate of the throughput. The higher the throughput, 
the higher the capacity to handle exchanges, and bad habit versa. The equation 
for calculating throughput is as takes after. 

ttransactions
TPS

time
∆=                       (18) 

where ttransactions∆  is the number of exchanges processed by the system amid 
the agreement handle. It is the time required by the system to process the trans-
actions, the throughputs of the improved algorithm and the original PBFT con-
sensus algorithm are compared at the same time with the same number of nodes. 
This is shown in Figure 9. 

 

 
Figure 9. Throughput of node. 
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Figure 10. Node throughput ratio. 

 
To superior compare the throughput of the RD-PBFT algorithm and the 

PBFT algorithm, the relative growth rate of their throughputs is calculated using 
Equation (19). 

-

-

100%PBFT RD PBFT

RD PBFT

TPS TPSE
TPS

−
= ×                 (19) 

where PBFTTPS  is the throughput of PBFT and -RD PBFTTPS  is the throughput 
of RD-PBFT algorithm, the results are shown in Figure 10. 

5. Conclusions 

The consensus algorithm, the foundational technology of blockchain, has been 
extensively studied by numerous academics. In recent decades, blockchain 
technology has been utilized in a variety of sectors. Different consensus algo-
rithms are required to enable blockchain systems under various application sce-
narios. The PBFT consensus algorithm, which effectively lowers communication 
overhead and resists the trend of centralization, is frequently employed in coali-
tion chains, however, it performs poorly in large-scale network nodes. 

The modified PBFT consensus algorithm based on role division is suggested 
in this study as a solution to the issue of choosing a trustworthy master node 
when there are many nodes. The preparation phase, the consensus phase, and 
the end phase make up this process. In the planning stage, the nodes in the sys-
tem are classified into three types: consensus nodes, backup nodes, and supervi-
sory nodes. Roles are assigned based on the node trust value. The three different 
types of nodes each play a specific part in keeping the system operational. To in-
crease the security of the system, the adaptive technique is utilized to choose the 
master node during the consensus phase. Only consensus nodes are allowed to 
participate in the consensus process, which reduces the total number of consen-
sus nodes involved and significantly lowers the system’s communication com-
plexity. In the closing phase, nodes’ reputation values are changed in accordance 
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with how they behaved during the consensus process, and nodes’ responsibilities 
are redistributed, which increases the system’s stability. 
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